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We can also reorganize the equations into the fo llowing matrix form 

o 1 [ XI (t) ] + [ F 
M2 X2(t) - F 

- F][XI(t)] [ 
F X2(t) + 

[( 

- [( ~~( ] [ ~:m ] 
[ ~ ] fIt). (2.11) 

Models of the for m (2.11) are vcry typical for mechanical systems. Such a 
model is called a second-order model. 

Next let us consider a pendulum shown in Figure 2. 6. Here a torque Ti(t) can 
be applied around the pivot point and we are concerned with the angle ott ) between 
the pendulum and the vertical downward direction. The length of the pendulum is 
L and the mass lVf of the pendulum is concentrated at its tip. 

FIGU R E 2.6: A pendulum. 

In a rotational Illotion, Newton's second law takes the form 

J d
2
0(t) = T(t) 

dt2 

where J is called the momeut of inertia, Ott) is t he angular displacement, and T( t ) 
is the total torque applied. 

Applying this to the pend ulum system, we know that the moment of inertia is 
J = M L2 and t here are two torques applied to the system: the externa lly applied 
torque Ti(t), and the torque due to the gravity of the mass which is MgL sin O(t). 
T herefore, the equation governing the motion is given by 

d2 0(t) 
ML2~ = Ti(t) - MgLsin B(t) . 

T his is a second-order differential equation. Here t he input is t he torque Ti(t) and 
t he output is the angle ott ). 

2.1.3 Electromechanical systems 

A simple electromechanical system is an armature-controlled direct current (DC) 
motor with a load, shown in Figure 2.7. 

A DC motor has two sets of windings. One set is mounted on the stator 
and is used to generate the magnetic field. In an armature-controlled DC motor, 
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F IGURE 2.7: An armature-controlled DC motor system. 

the current to this set of windings is set to be constant so that the magnetic field 
in the motor is constant. The other set is mounted on the rotor and is used to 
generate the torque through the magnetic force. T he current through this winding 
is controllable so a controlled torque can be obtained. When t he motor shaft turns, 
the magnetic fi eld also generates a potential in the rotor windi ng as a result of the 
Faraday induction. T his potential is called t he back electro-motive force (back 
emf). There are two basic relations in a DC motor. One is that the torque in the 
motor shaft is proportional to the armature current via the torque constant I(t , i.e., 

Tm(t) = K ,ia(t ). 

T he other is t hat t he back emf Vb(t) is proport ional to the motor velocity w(t) via 
the back emf constant /(b, i.e ., 

The torque in the motor shaft then drives the load, which consists of a mass with a 
moment of inertia J and a counteractive friction torque proportional to the motor 
velocity via the friction coefficient K t . T herefore, the whole DC motor system 
including the armature circuit and the mechanical load can be described by the 
following parameters and variables: 

R a: 
L a: 
J : 

K" 
K ,: 
K b: 
Va (t): 
ia(t ): 
v.(t): 
Tm(t): 
ott ): 
w(t ): 

armature resistance 
armature inductance 
moment of inertia of the load 
friction coefficient 
torque constant 
back emf constant 
armature voltage 
armature current 
back electro-motive force (back emf) 
motor torque 
angular position of the motor shaft 
angular velocity of the motor shaft (= ott)) 

Applying KVL to the armature circui t , we obtain 

. dia(t ) dO(t) 
Ra'a(t) + La ---;u-- + Kb----;[t = va(t). (2. 12) 
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Applying the rotational version of Newton '8 second law to the motor shaft, we 
obtain 

J d20(t) + J( dO(t) = J( i (t). 
dt2 f dt t a 

(2. 13) 

These two equations give the mathematical model of the DC motor system with 
input va(t) and output ott). 

In some applications, we arc concerned with the angular velocity (speed) of 
the motor, instead of the angular position. Such cases are called speed control 

cases. Replacing dOlt) by w(t) in (2.12) and (2.13) , we get the differential equation 
dt 

model of a DC motor system in the speed control case. 

. dia (t) 
Ra'a( t ) + La ~ + [(bW(t) = va(t) 

Jdw/(t ) + !(fw(t) = J(t ia(t). 
et 

(2.14) 

(2.15) 

These two equations give the mathematical model of the DC motor system with 
input va(t) and output w(t). 

Another interesting electromechanical system is a magnetic-ball suspension 
system shown in Figure 2.8. T he coil at the top, after being fed with current, 
produces a magnetic field. The magnetic field generates an attracting force on the 
steel ball . 

p~/::r~r~~; 

T 
(0 

FIGURE 2.8: A magnetic-ball suspension system. 

Here, the voltage applied to t he coil v(t) is the input, the distance from the 
ball to the coil y(t) is t he output, and the lift ing force generated by the magnetic 

field on the ball is approximately given by I(t) = J( ~gi. The other parameters 

are mass of the ball M , winding resistance R, and winding inductance L. 
Applying KVL to the coil, we obtain 

d(t) 
Ri(t) + L~d = v(t). 

t 
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Applying Newton's second law to t he ball, we obtain 

Md
2
y(t) = _ J{i

2 (t) M. 
dt2 y(t) + 9 

These two equations then give the mathematical model of the system. It is noted 
t hat t he variables y(t) and itt) are involved nonlinearly in t he equations a nd t his 
system is called a nonlinear system. 

2.2 STATE SPACE MODEL AND LINEARIZATION 

The mathematical models obtained in the previous sections consist of sets of dif­
ferential equations with different orders and these equations involve variables other 
than the inpuls and outputs. For the sake of systematic studYI we need to put them 
in standard forms . One of the commonly used standard forms is the state space 
form. 

D efinition 2.1. The state variables of a system are a set of iridepcndent 
variables whose values at time tOI together with input for all t 2: to, determine 
the behavior of the system for all t 2: to. 

This definition looks very abstract but in many situations the state variables 
can be chosen intuitively. For electrical circuits l we can always choose the voltages 
across independent capacitors and the currents through independent inductors as 
state variables. For mechanical systems, we can always choose the positions and 
velocities of independent rigid bodies as state variables. Suppose that a difierential 
eq \lation model of a system is already obtained 1 the variables in the differentia.l 
equations are the input u(t) and the internal variables VI (t), ... , v,,(t), and t he 
highest order of the derivat ives of Vi(t) in the different ial equations is qi. Then we 
can choose 

Vi( t), Vi(t), Vi(t), ... , viq
, - I) (t) i = 1,21", 1P 

as the state variables. In this case, the total number of state variables is L~= l CJi· 

After the state variables are chosen, usually named X, (t), X2(t), . . . , xn(t), we 
put them into a vector 

x(t) = 

[ 

XI (t) 1 X2(t) 

Xn(t) 

E {RH. 

This vector is called a s tate vector. Here and in the sequel 1 we use bold font 
letters to denote vectors (or matrices) and vector-valued (or matrix-valued) func­
tions, whereas we use normal font letters to denote scalars and scalar-valued 
[ullctions. Then the set of mixed ordered differential equations can be cOl)verted 
into a set of first-order differential equations plus an algebraic equation 

x(t) = f[x(t) , u(t), t] 

y(t) = g[x(t), u(t), t] 

(2.16) 

(2. 17) 
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where u(t) E IR is the input, y(t) E IR is the output, 

t[x(t), u(t), tl = 

fdx(t), u(t), II 
f,[x(t), u(t), II 

fn[x(t), u(t), tl 

is a vector-valued function , and 

g[x(t), u(t), tl : IRn x IR x IR ~ IR 

is a scalar-valued function. The number of state variables n is called the order 
of t he system. The set of first-order differential equat ions (2.16) is called the 
stat e equation of the system. The algebraic equation (2. 17) is called the out­
put equation of t he system. Together they form t he state space model of the 
system. 

We always assume that the system starts operation at time t = 0; namely, 
we assume t hat the input u(t) is a uni lateral signal whose value before the ini­
tial time is zero. To determine the state vector x(t) [rom the differential equation 
(2. 16), the input u(t) a lone is not sufficient. According to Definition 2.1, the ini­
tial value of the state x (O) is a lso needed. This in itial value is called the initial 
condition. To conform to our standard mathematical treatment of signals, we 
also view x{t) as a unilateral function. If the initial condition is nonzero, then 
x(t) has a jump discontinui ty at t = 0 and its der ivative ;,(t) contains impulse 
functions. 

Among t he models of the systems discussed in Section 2.1, the one for the 
active RLe circuit has already been put in the statc space form. 

EXAMPLE 2.2 

For t he pendulum system introduced in the last section, the differential equation 
model directly obtained from Newton's second law is 

ML20(t) = Ti(t) - MgLsi nO(t) 

with input Ti(t) and out put O(t). Renaming Xl(t) = 0(t),x2(1.) = ott), u(t) = Ti(t), 
y(t) = ott), we obtain the state space model 

[ 
;'l(t)] [ x,(t) ] 
x,(t) = - MgL si n xl(t) +u(t) 

ML' 

y(t) = Xl(t) 

wit h 

[
Xl (0) ] = [ 0(0) ]. 
X2(0) 0(0) 
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EXAMPLE 2.3 

The magnetic suspension system has the differential equation model 

d(i) 
Ri(t) + L ~t = v(i) 

Md
2
y(t) = _ J(i2(t) + Mg. 

cii 2 y(t;). 

Choose XI(t) = i(t),x2(t) = y(i), x, (t) = y(t),u(t) = v(i), and we get the state 
space model 

with 

u(t) - RXI (t) 
L 

y(t) = X2(t) 

x,(t) 

f(xl(t) 
=-'-7-'c: + 9 MX2(t) 

[ 
XI(O)] [ i(O) ] 
X2(0) = y(O) . 
x,(O) y(O) 

Definit ion 2.4. A system is said to be linear if it can be described by linear 
differential equations, in particular, if the functions f and 9 in its state space 
model are linear functions of x(t) ancl u(t). 

For a linear system, the state space model takes the following matrix form: 

x(t) = A(t)x(t) + b(t)u(t) 

y(t) = c(i)x(t) + d(t)u(t) 

where A(t) E ~n x n is an n x n matrix, possibly depending on time t, and b(t) E 
lRnxl and c(t) E IR 1XIl are, respectively, column and row vectors depending possibly 
on time t . For example , the RLC circuit in Section 2.1 is a linear system and its 
state space equations were already in the matrix form as in (2.7) and (2.8) 

Theorem 2.5 (Superposition Principle). Assume that a linear system 
has zero initial condition. If input UI(t) produces output yI(t) ancl input 
U2(t) produces output Y2(t), then input "'111.1 (t) + "'2U2(t) produces output 
"'IYI (t ) + "'2Y2(t) for all "'I , "'2 E ~. 
Proof. With zero initial condition, if input UI(t) produces output YI(t) and 
input U2(t) produces output Y2(t), then there are XI(t) and X2-(t) with 
Xl(a) = a ancl X2(0) = a satisfying 

XI(t) = A(t)xI (i) + b(I,)uI(t) 

YI (t) = C(t)XI (t) + d(t)uI (t) 
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X2(t) = A(t)X2(t) + b(t)u,(t) 

Y2(t) = C(t)X2(t) + d(t)U2(t). 

If we add the two state equations and the two output equations, respectively, 
and define u(t) = C>IUl(t) + C>2U2(t), x(t ) = C>IXI(t) + C>2 X,(t), and y(t) = 
C>IYI(t) + C>2Y2(t), then we obtain x(O) = 0 and 

x(t) = A(t)x(t ) + b(t)u(t) 

y(t) = c(t)x(t) + d(t)u(t). 

Th is implies that y(t) is the output of the system with zero initia l condi t ion 
and input u(t). 0 

D e finition 2.6. A system is said to be time-invariant if it can be de­
scribed by differential equations with constant coefficients, in particular, if 
the functions f and 9 in its state space model do not depend on the time t 
explicit ly. 

All examples of real physical systems considered so far arc time-invariant 
systems. 

Theol'e lTl 2.7. Assume that a time-invariant system has zero in itial cOl1cli­
tion. Also assume that zero input generates zero output. If input u(t) pro­
duces output y(t), t hen input u(t - T) prod uces output y(t - T) for a ll T e: O. 

A linear t ime-invariant (LTI) system has the following form of state space 
model: 

x (t) = Ax(t) + burt) 

y(t) = cx(t) + du(t) 

where A E IRflXfl, b E IRn X l, C E jRlxn, and d E IR. are constant matrices. 

EXAMPLE 2.8 

The DC motor system is an LTI system. Indeed, in the position control case, if 
we choose t he state variables, input and output variables as Xl (t) = ia( t ), x,(t) = 
O(t) , X3(t) = wit), -u(t) = va(t), y(t) = O(t ), then the state space equation can be 
written as 

Ra 
0 

f(o 

[ Xl(t) ] 
La La 

[ X\(t) ] 
La 

X2(t) 0 0 1 X2(t) + 0 u(t) 
X3(t) J(, _ J(f X3(t) 

J 
0 

J 
0 

[ Xl (t) ] 
y =[ O 1 o 1 X2(t) . 

X3(t) 
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In the speed cont rol case, if we choose Xl (t) = ia(t), X2(t) = W(t), U(t) = Va(t), 
y(t) = w(t), t hen we obtain 

[
Xl (t)] [ - ~: - ~: • [ Xl (t)] [L 
X2(t) I~, _ Ii X2(t) + 0 

] u(t) 

y(t) = [ 0 1 1 [ Xl(l) ] . 
X2(t) 

In the rest. of this section, we wi ll study how to approximate a nonlinear 
system by a linear one. Such a process is called linearization. 

We wi ll deal only wiLh time-invariant systems. Assume that a system is 
described by a state space model. 

x(t} = f ix(t), u(t)J 

y(t) = g[x(t), u(t)J 

and f and 9 are continuously differentiable fu nctions, i.e., f and 9 are sufficiently 
smooth functions. 

Definitio n 2.9. A triple of constant vectors (uo, Xo, YO) E IR x IRn x IR is said 
to be an operat ing point of the system if 

0 = f (xo, uo) 

Yo = g(xo , uo). 

The physical meani ng of an operating point is that if the system has initial 
condition Xo and a constant input Uo is applied, then the state and output will stay 
at constant values Xo and Yo, respectively, for all time, i.e., 

u(t) = Uo, x(O ) = Xo =} x(t) = Xo , y(t) = Yo. 

Since f and 9 are sufficiently smooth, we can conclude t hat 

u(t ) - Uo and x(O) - Xo are small =} x(t) - Xo and y(t) - Yo are small. 

Denote 

u(t) = u(t) - Uo 

;;(t) = x( t ) - Xo 

y(t) = y(t) - YO. 

Replace f and 9 by their differentials; 

5:(t) = ;~ 1",=",0 ;;(t) + ~~ 1",=",0 ,,(t) + high-order terms 
« = «0 1£= 1£0 

y(t) = ;~ 1",=",0 ;;(t) + ;~ 1",=",0 u(t) + high-order terms 
1£= 1£0 1£ = «0 
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where 

oj, oj, oj, 

o f 
ox, DXn of OU 

09 [ og og 

1 ox = Ox 
oJn &jn 

OU 
oIn 

ox, Dxu 

ox, OXn OU 

Since i,(t), x(l), jj(t) arc small , we can neglect the high-order terms and approximate 
the origi nal system by the [allowing linear system: 

where 

:tit) = Ax(t) + bu(t) 

jj(t) = exit) + du(t) 

og 1 e - -- ax x = xo ' 
u=uo 

d- Ogl - au X = Xu' 

u = uo 

This linear system is called a linearized system of the original nonli near system. 

EXAMPLE 2.10 

The magnetic suspension system is a nonlinear system described by state space 
equation 

[ 

XI(t) ] 
X2(t) = 
X3 (t) 

u(t) - Rx, (t) 
L 

X3(t) 

xi(t) 
MX2(t) + 9 

'y(t) = X2(t). 

A usual control problem is to lift t he ball to a certain height and suspend it at that 
height. J-fence we wish to linearize it around an operating point with y(t} = Yo . 

To get the operating point, solve equations 

0 = UO - Rx10 
L 

0 = X30 

X2 
0 = __ 1_0_+ g 

MX20 

Yo = X2Q· 
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T his gives 

[ 

XlO ] _ [ JlIil9Yo ] X20 - Yo , 
x'o 0 

Uo = R JMgyo, Yo = Yo 

which means that to suspend t he ball at height Yo in t he steady state, one need 
to apply a constant voltage u(t) = R.,j Mgyo to t he coi l. Denote t he deviations 0 

the input , state, and output variables from the operating point by 

u(t) = u(t) - Uo = u(l) - RJMgyo 

[

Xl (t) - "fl'Vl!iYo ] 
5:(t) = x(t) - Xo = X2(t) - Yo 

X3(t) 

fi(t) = y(t) - Yo· 

Now, the linearized model of the deviation variables is 

where 

:i:(t) = A5:(t) + burl) 

fi(t) = ci(t) + du(t) 

R 
0 0 

L 
0 0 1 A - af l _ b _ af l _ 

- 8x :C = :Co -

-2) ~YO 
- 8u :C=Xo -

U = Uo .9 U=Uo 

0 
Yo 

e= a9 I - [ 0 1 o J, d = agl = o. 
8x :C= :Vo - au :C=Xo 

U = Uo U = Uo 

2.3 TRANSFER FUNCTIONS AND IMPULSE RESPONSES 

Consider an LT I system described by state. space equation 

5:(t) = Ax(t) + burt) 

y(t) = eX(I) + du(t). 

Take the Laplace transform with zero init ial conditions: 

sX(s) = AX(s) + bUrs) 

Y(s) - eX(s) + dU(s) . 

1 

L 
0 

0 

(2. 18) 

(2 .19) 

Now a set of differential equations in the time domain becomes a set of alge­
braic equations in the frequency domain. There are a total of n + 1 equations in 

. (2.18) - (2 .19) and we call use them to elim inate the n variables in X(s) to obtain 
an equation relating t he input U(s) and the output Y (s) . Linear algebra now gives 
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a formal method of capturing t his process. From (2.18), we get 

Xis) = (81 - A) - lbU(s). 

Plugging it into (2. 19), we obtain 

Y(s) = c(sl - A) - lb +d 
U(s) , 

i.e., the ratio of the Laplace transform of the output over that of the input is a 
fixed funct ion independent of the input. 

Definition 2.11 . T he transfe r function of an LTI system is the ratio of 
the Laplace transform of t he output over that of t he input when the initial 
condi t ion is zero, Le., 

EXAMPLE 2.12 

Y( 8) 
G(s) = U( s) . 

Let us continue to consider the DC motor system in Example 2.8. In the position 
control case, the transfer function is 

R a /(b 

' [ 
1 

8+- 0 
L a La La 

G(s) = [ O 1 o J 0 8 - ) 0 

1(, 
0 

1(f 
0 S+-

J J 
1(t/(LaJ ) 

= 
sis + Ra/La)(s + 1(f/ J ) + K,Kb/(LaJ)s 

K, 
= 

LaJ83 + (RaJ + KfLa) s2 + (R aKf + 1(,Kb)S· 

One may feel that the inverse of t he 3 x 3 matrix is hard to compute, but the 
computation can be significantly simplified if one not ices that only the element in 
the second row and the first column of the inverse is needed s ince all other elements 
will be multiplied by zero when form ing the transfer function. Computing only one 
element is, of course, much simpler than computing all elements in the inverse. In 
the speed control case, the transfer function is 

[ 

Ra 
s +-

G(s) = [0 1 J La 
K, 
J 

= -,-------=-~~-K--',"'/ (,--L",a Jc!')----o~_=o--= 
(s + Ra/ La)(8 + K tI J ) + K,Kb /( LaJ) 
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For systems with a small number of state variables, it is probably more conve­
nient to obtain the transfer function by directly manipulat ing the Laplace trans[orm 
of the state space model (2. 18) and (2.19). Por example, in the speed control case, 
the Laplace transform of t he state space model is 

Ra J~ 1 
sXI(s) = - -L XI(s) - -[ X2(S) + -L U(s) 

a Ja a 

J(, J( f 
sX 2(s) = J XI (S) - jX2(S) 

Y (s) = X2(S), 

Substitute Xl(S) from the second equation into the first equation and note that 
Y (s) = X2 (S) from the third equation. We then get 

[ 
J ( Ra) ( J( f) J(o 1 1 

J(, S + La S + j + La V (s) = La U(s). 

Consequently, 

the same result as the one obtained by matrix inversion. 

EXAMPLE 2.13 

Let us continue with Example 2.10, the magnetic suspension system . The transfer 
function of the linearized model is 

R - I 

S+ - 0 0 1 
L L 

G(s) = [0 1 OJ 0 s - 1 0 

2[;£ 
9 

0 s 
Myo Yo 

[;£1 - 2 Myo L - 2v?iYO 

(s+ ~) (S2 - :J VM( Ls + R )(Yos2 - g) 

The transfer function of an LTI system with <'I, state space model is always a 
ratio of two polynomials 

G(s) = b(s) 
a(s) 

where b(s) is called t he numera tor polynomial and a(s) is called t he denominator 
polynomial. We assume that polynomials b(s) and a(s) are coprime, i.e., t hey do 
not have common factors. 
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The rat io of two polynomials is a lso called a rational function . So the 
transfer [unction of an LTI system with a state space model is a rat ional function. 
We often denote a transfer function, or any rational function, in either of the 
follow ing [orms 

or 
Cis) = [(( s - zd(s - Z2)'" (s - Zm) . 

(s - P,)(s - 1'2)" . (s - Pn) 

The first [arm is called the unfactored form and the second form is called t he 
fac tored form. Here Z" Z2, ... , Zm, the roots of b( s), are called the zeros of C( s) 
and I'l,P2, ... ,Pn, the roots of a(s), are called the poles of Cis). K is called the 
(high frequency) gain of Cis). The factored form is also called the zero-pole­
gain form . 

Several additional definitions will be needed. A transfer function or system 
Cis) is said to be proper if deg b(s) :::; deg a(s), or equivalently IC (oo)1 < 00. It 
is said to be strictly proper if degb(s) < deg a(s) , or equivalently C (oo) = a. 
It is said to be bi-proper if deg b(s) = dega(s), or equivalently a i IC(oo)1 i 00 . 

Transfer fu nctions obtained from state space models are always propel' , but 
occasionally non proper transfer functions appear in abnormal cases. For a proper 
t ransfer function, t he difference dega(s) - deg b(s) is called the r e lative degree 
of G(s) , and dega(s) is called the order or degree of G(s). G(a) is called the 
DC gain of G(s). Notice the difference between (high frequency) gain and DC 
gain. 

J n the transfer function of a state space model 

C is) = cis! - A) - lb + d = c :~;~:~ = ~~ b + d 

where adj means the adjugate of a matrix (see Appendix B), if there is no common 
factor on the above denominator and numerator, then a(s) = det(sl - A) , i.e., 
n( s) is the characteristic polynomial of matrix A , and the poles of the system are 
the eigenvalues of A. If there are common factors on the above denominator and 
numerator, then a(s) is only a factor of det(s! - A ) and the poles of the system 
are part of t he eigenvalues of A. In this case, some of the eigenvalues of A do 
not appear as the poles of t he transfer function Cis) . They become hidden from 
the transfer function and hence are called t he h idden poles. This again is an 
abnormal phenomenon and is prone to trouble. Extra care needs to be taken in 
this case. \'Ve will assume that this does not happen in our development. 

Ln MATLAB, one can represent a poly nomial 

( .) » + » - 1 + + P s = Pa S PIS ... Pn 

by a vector 
p = [ Po Pl . .. Pn 1 . 
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To find the roots of p( s), we can type 

» roots (p) 

One often needs to compute the sums and products of polynomials. Let 

p( s) = S3 + 2S2 + 3s + 4, q( s) = 5s + 6. 

Represent t hem in MATLAB by 

» p= [1 2 3 4] ; 
» q= [5 6]; 

However, neither of the following commands 

» p+q 
» p*q 

would give you what you want since the first requires the two vectors to have the 
same dimension and the second is, in general , not defined at all. For polynomial 
addition, one has to augment either p or q with enough zeros so that they have the 
same dimension. For the example above, we should do 

» p+[O 0 q]; 

For polynomial multiplication , one has to use the command "conv": 

» conv(p,q) 

One may find these inconvenient and counterintui tive. In Section 2.6, we wi ll 
present an a lternative way ofrepresenting and operating polynomials in MATLAB. 

Since the transfer function G(s) of an LTI system is the ratio of the output 
Laplace transform Y(s) and the input Laplace transform U(s), if U(s) = 1, i.e., 
u(t) = o(t) , then Y(s) = G(s) and y(t) = C- 1[G(s)] = 9(t). Hence the inverse 
Laplace transform of G(s), denoted by g(t), is called the impulse r esponse. 

2.4 SIMPLIFYING BLOCK DIAGRAMS 

Interconnected systems are often conveniently represented by block diagrams. For 
example, the system in the last section Y(s ) = G(s)U(s) can be represented using 
the block diagram in Figure 2.9. 

FIGURE 2.9: Block diagram representation. 

Block diagrams are particularly useful when dealing with complex systems 
consisting of collections of interconnected subsystems. They can be simplified using 
the equivalence relationships in Table 2.l. 

We shall now see how a complex system block diagram can be simplified. 
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TABLE 2. 1: Equivalent block diagrams. 

EXAMPLE 2 .14 

Consider the simple feedback system shown in Figure 2.10. To find the relationship 
between ,. and y, we sha ll write down a ll the equations: 

VIs) = P (s)U(s), U(s) = C(s)E(s), E(s) = F(s) R (s) - H (s) Y (s). 

y 

L----1 H(s) 1------' 

FIGURE 2.10: A simple feedback system. 
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We shall now eliminate the intermediate variables, E(s) and U(s), to get 

Y(s) = P(s)C(s) [F(s) R(s) - H (s)Y(s)J. 

Thus solving Y(s), we get 

P(s)C(s)F(s) 
Y (s) = 1 + P(s)C(s)H(s) R(s) 

i.e. , the transfer function from R(s) to Y (s) is given by 

Y (s ) P(s)C(s )F(s) 
R(s) 1 + P(s)C(s) H (s)· 

EXAMPLE 2.15 

Consider the feedback control system shown in Figure 2.11. Here we omitted the 
variable s in the transfer function notation to make the expressions more compact. 

FIGURE 2.11: Original diagram of Example 2. 15. 

We shall compute the transfer function from R to Y . Thus, we shall assume 
D = 0 and we can simplify the block diagram by first closing t he two inner loops: 
G , -> H , -> G, loop and G3 -> H2 -> G3 loop , which resul ts in t he block diagram 
in Figure 2. 12. We then move the first summing junction to the place of the second 
summing junction to get the block diagram in Figure 2. 13. Finally, closing the 
loop, we have 

G2G3 

~ _ (F + Gl) 1 + G3 H2 
R - 1 - G,H , 1 _ G2G3 G,H3 

1 + G3H2 1 - G,H, 

G2 G3(F - FGl li, + G,) 

I ] 
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R 

F IG URE 2.12 : Block diagram of Example 2.15 with inner loops closed. 

y 

FIGURE 2.13: Further si mplified block diagram of Example 2.15. 

Vve can also find the transfer function from D to Y as 

G2 G3 

V 1 +G3 H2 
D 1 _ G2 G3 G 1H3 

1 + G3 H2 1 - G1Hl 

G2G3 (1 - G1Hd 

In general, block diagrams can always be simplified by using t he block diagram 
algebra as shown in Table 2.1. 

2.5 TRANSFER FUNCTION MODELING 

The modeling of complicated interconnected LTI systems can be done in t he Laplace 
transform domain usi ng transfer fu nctions and block diagrams in cases when the 
transfer functions of the subsystems are known. 

Let us use an armature-controlled DC motor with a load torque} shown in 
Figure 2.7, as an example to see how this can be done. Let us consider the case 
when the load not only contains an inertia torque proportional to the angular accel­
eration and a friction torque proportional to the angular velocity, but also includes 
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a nonzero possibly time-varying torque Td(t) independent of the angular position, 
velocity, and acceleration. Such a system can be considered as an interconnected 
system with electrical, magnetic, and mechanical subsystems. 

First notice that in the electrical part, we have 

1 
la(s ) = L [Va(s) - V.( s)] . 

as + Ra 
Then the torque generated by the motor is given by 

Tm(s) = [(,la(s), 

We also know that the back emf voltage is given by 

Vb(s) = [(.I1(s) . 

The mechanical part has relations 

and 
1 

8(s) = -11(s) 
s 

(2.20) 

(2.21) . 

(2.22) 

(2.23) 

where Td(S) is the Laplace transform of a possible load torque. Combining a ll of 
these equations, we can see that the block diagram of the whole system is as in 
Figure 2.14. Simplify ing the block diagram gives 

FIGURE 2.14: Block diagram of an armature-controlled DC motor. 

Another illustrative example is a field-controlled DC motor shown in 
Figure 2.15. A field-controlled DC motor has the same structure as an armature­
controlled DC motor. The difference is that in the field-controlled case, the arma­
ture current ia(t) is set to be constant but the field circuit is used to control the 
varying torque. In this case, the torque is related to the fielcl current as 

Tm(t) = K,if(t) 

where if(t) is the field current. In the Laplace domain, we have 

Tm(s) = /(,If(s) 

where If(s) is the Laplace transform of if(t)· 

(2.24) 

(2.25) 
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FIGURE 2.15: A field· controllcd DC motor system. 

The field current is generated by a field voltage through a field circuit and 
satisfies the following equation: 

dif(t) 
vf(t) = Lf -

l
- + Rfif(t) 

ct 
which} in terms of Laplace transforms} gives 

I f(s) = 1 
Vf(s) Lfs+ Rf 

Combining equations (2 .23) , (2.25), and (2.27), we get 

An interconnection block diagram for the system is shown in Figure 2.16. 

FIGURE 2.16: Block diagranl of a field-controlled DC motor. 

2.6 MATLAB MANIPULATION OF LTI SYSTEMS 

(2.26) 

(2.27) 

In the MATLAB Control Systems Toolbox, a system can be represented by a single 
variable, no matter whether i t is described by a state space model or by transfer 
function model. Suppose that we have a system described by its state space model: 

x(t ) = [ 0 
- 1 

y(t) = [ 2 

~2lx(t) + [ ~ lu(t) 

1 Jx(t) 

and we wish to name it as F. Then the following sequence of commands assigns 
the variable F with its state space description: 

» A=[O 1; -1 -2J; 

» B= [0 ; 1J; 
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»C=[2 1]; 
» D=O; 
» F=ss(A,B,C,D); 

Suppose we now have a system described by its transfer function model 

8+2 
82 +28+1 

and we wish to name it as G. The following sequence of commands assigns the 
variable G with its transfer function description: 

» num= [1 2]; 
» den=[l 2 1]; 
» G=tf(num,den); 

The different descriptions of a system can be easily converted from one to 
another. The command 

» F=tf (F) ; 

converts the description of F from state space to transfer function . By doing this 
we can find that F and G are actually the same system since t hey have the same 
transfer function. Also the command 

» G=ss(G); 

converts the description of G from transfer function to state space. However , we 
do not necessarily get exactly t he same state space description as the original F al­
though G and F have the same transfer function. This is because a system may have 
different state space descriptions. Now F is in transfer function form. Let us run 

» F=ss(F); 

We will observe that this state space description of F is different from the original 
state space description of F , but is actually the same as the state space description 
of G obtained from the conversion. This is because by running the transfer function 
to state space conversion, the computer program chooses, among many possibili­
ties, a particular canonical form of the state space description. If the very original 
state space description is not of this canonical form, then a state space to transfer 
function to state space conversion will not give the same thing back. The original 
state space description of F is forever lost after the "55)) to Utf)) conversion. 

For a system F in either the state space form or the transfer fUIl ction form, 
commands 

» [A ,B,C ,D]=s5data(F)j 
» [num,den]=tfdata(F); 

give back the parameter matrices of its state space description and the numerator 
and denomination coefficients of its transfer function respectively. Owing to the 
nonuniqueness of the state space model for a given transfer function, one may 
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wonder which choice the first command takes if F is in transfer function form . It 
turns out that the same canonical form as that chosen by the command "S5 (F) 11 is 
also chosen here. 

The use of the LT ! system variable brings much convenience. To find out the 
poles and zeros of system F\ instead of computing the denominator and numerator 
polynomials of transfer function F(s) and then tlsing the command "roots" J we can 
simply do 

» pole(F); 

and 

» zero(F)j 

Here the actual form of F is immateriaL To compute the sum and product of 
systems, we can simply run 

» F+G; 

and 

» F*G; 

Here F and C may take different forms. The following commands have obvious 
meanings: 

» F-G; 

and 

» FIG; 

When doing the last operation, one may run into trouble when G is strictly proper 
and either F or G is in state space form since the inverse of a strictly proper system 
cannot be represented by a state space system. Nevertheless, no problem will arise 
if both F and C are in transfer function form unless C(s) = O. The feedback 
connection of two systems are computed easily: 

» feedback( F,G) 

computes 
F 

I +FC 
and 

» feedback(F,G,l) 

computes 
F 

I - FC· 

LT! system variables give another way of representing and operating polyno­
mials, simply by interpreting them as transfer functions with 1 as the denominator 
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polynomials. In this case, the operations on polynomials, such as addition and 
mult iplication , can be done in a way closer to natural language. Again , take 

p(s) = s3+2s2 + 3s+ 4, q(s) = 5s+ 6 

as an example. The commands 

» p=tf( [l 234] ,1); 
» q=tH [5 6],1); 

assign p and q to be appropriate t ransfer functions with 1 as denominators, i.e. , 
polynomials. Addition and multiplication cau t hen be done in the following natural 
way without worrying about dimension compatibi lity ancl complications caused by 
vector multiplication: 

» p+q 
» p*q 

2.7 SIMULATION AND IMPLEMENTATION OF SYSTEMS 

We have seen how to model a physical system using differential equations ancl how 
to convert the model into a transfer function. In many situations, we a lso need to 
carry out the inverse process. For example, in system simulation, we often need 
to build a physical system with a given transfer function to observe the behavior 
of the system represented by the transfer function. In control implementation, we 
need to build a physical controller from the designed cont roller t ransfer function to 
connect it with the plant to form a feedback loop. T he process of building a real 
physical system with a given transfer function is called realization. Unlike t he 
modeling process of finding transfer functions from physical systems, the inverse 

' realization process is highly nonunique, in terms of the kind of physical components 
used and the many possible configurations aud structures. Although nowadays such 
a job is more and more accomplished by computer software, the t raditional way of 
using hardware components is still of great theoretical and practical value. In the 
major il.y of such system simulation a nd implementation, op-amp circuits arc used. 

2.7.1 Hardware simulation and implementation 

Let a system be given by a proper nth order transfer function 

C(s) = b(s) = bos" + b, s
n

-
, 
+ ... + b" aD oF O. 

a(s) aOsn+alsn l+···+ an ' 

T he op-amp circuit shown in Figure 2.17 gives a realization of C(s) . To show t his, 
notice that 

aox(n)(t) = - atx(n-l)(t) - ... - anx(t) + u(t). 

Taking the Laplace transforms with zero initial conditions, we get 

aosnX(s) = _ a, sn- ' X(s) - ... - anX(s) + U(s). 

T his gives us 
a(s)X(s) = U(s). 

, 
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FIGURE 2.17: Controller form realization. 

Also, notice that 

y(t) = box(n)(t) + b,x(n - J)(t) + ... + b"x(t). 

Taking the Laplace transforms with zero initial conditions) we get 

Y(8) = b08"X(8) + b, 8"- ' X( 8) + ... + bn X (8) = b(8)X(8). 

Hence 
Y(8) b( 8) 
U(8) a(s)· 

This realization is called a controller form realization . 
The op-amp circui t in Figure 2. 17 has a natural state space modeL If we 

follow our tradition of assigning the voltages across capacitors, which are hidden in 
the integrators, then the state vector becomes 

x(t) = 
[

X("-:' )(t)]. 
x( t) 
x(t) 

The corresponding state space model is 

a, an-J an 1 
ao ao ao ao 

;,(t) = 
1 0 0 

x(t) + 0 u(t) 

0 1 0 0 

[ a, b b an - l an 1 bo y(t) = b, - bo- n - ! - 0-- b" - bo- x(t) + - u(t). 
ao ao ao ao 
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This state space model, of courso, gives a transfer function exactly the same as the 
given one. 

Another realization of the same system is given by the circuit shown in Figure 
2.18. To show th is, notice that 

aoy(t) = Xl (t) + hou(t ) 

Xl (t) = X2(t) - a, y(t) + blurt) 

X" _ l (t) = x,,(t) - an- ,y(t) + bn_,u(t) 

x,,(t) = - a"y(t) + u"u(t). 

x, 

FIGURE 2.18: Observer form realization. 

Taking the Laplace transforms with zero initial conditions, we get 

aoY(s) = X,(s) + boU(s) 

sX,(s) = X2(S) - a,y(s) + blUrs) 

sXn_ l( s) = X,,(S) - an_ ,Y(s) + bn_ ,U(s) 

sXn(S) = - anY(s) + b"U(s). 

Multiplying the above equations by sn, sn- l, .. . , s, 1, respectively, and adding them 
altogether, one can see that the variables X, (s), ... , Xn(s) are all cancelled and the 
resulting equation is 

a(s)Y(s) = b(s)U(s) . 

So we also get 
Y(s) b(s) 
U(s) a(s)· 
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This realizat ion is called the observer form realization. It also has a state space 
model. Let us again assign the voltage across capaci tors as state variables. The 
state vector then becomes 

[

X1U) ] 
X2(t) 

x U) = . 

Xn(t) 

The corresponding state space model is 

a l 
1 0 

al 
b, - bo-

ao ao 

x (t ) = an - l 
0 1 x (t ) + b b an- l u(t ) 

n - I - 0--
ao ao 
an 

0 0 
an bn - bo-

ao ao 

y(t ) = [~ 0 1 b
o o x (t ) + -u(t). 

ao ao 

2.7.2 Software simulation and implementation 

MATLAB provides certain tools for the numerical computation of system re­
sponses. For a system represented by a variable G, regardless of whether it is 
in the transfer function form or state space form , to compute its impulse response, 
Le., its response to the unit impulse input 8(t), one can use 

» [y,t)=impulse(G); 

To find its step response, i.e., its response to the unit step input a(t), one can use 

» [y,t)=s tep(G); 

To calculate a system response with respect to a more general input signal 
than impulse and step, one can use a MATLAB command l s im. For example, the 
following sequence of commands gives the sinusoidal response of the system: 

» t=O:O.1:10; 
» u=s in(t); 
» y=lsim(G,u,t); 

Another software product associated wi th MATLAB is SIMULINK. It can 
be used to simulate an interconnected system, represented by a block diagram. Let 
us demonst rate its use by a couple of examples. 

EXAMPLE 2.16 

Consider the unity feedback system shown in Figure 2.19 with a loop transfer 
function 

L(s) _ -;-1.,--::-;­
- s(s + 1)" 
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y 

FIGURE 2.19: Por Examples 2.16 and 2.17. 

The time responses of this system with respect to various kinds of command 
signals are simulated using a SIMULI NK diagram as shown in Figure 2.20 and a re 
plotted in Figure 2.21. 

Signal 
generator 

Zero-pole Scope 

To workspace 

To workspace l 

FIGURE 2.20: S IMULlNK diagram for Example 2.16. 
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FIGURE 2.21 : Responses to a ramp s igna l, a square wave, a sawtooth signal , a nd a s ine wave 
for Example 2.16. 
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